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Why Do We Need Numerical
Analysis Methods?




Infroduction

» Numerical methods are techniques by which

mathematical problems are formulated so that

they can be solved with arithmetic operations.

> All numerical met

of arithmetic calcu

nods involves large numbers

ations.



Infroduction

» There are three approaches for problem solving

using non-computer methods.

v Analytical (Exact Approach).
v Graphical Solution.

v' Calculators and Slide Rules.



Infroduction

1. Analytical (exact approach):
» Excellent insight into behavior.
» Derived for only a limited class of problems.

> Approximated for linear models, simple

geometry, and low dimensionality.
» Limited practical value

> Real problems are nonlinear, complex, in shape

and processes.



Infroduction

2. Graphical solutions:

» Characterize the behavior of systems.
> Used to solve complex problems.
> Not very precise.

> Extremely tedious and awkward to

iImplement.



Infroduction

3. Calculators and Slide Rules:

> |mplement numerical methods manually.
» Adequate for solving complex solutions.
»But slow and tedious.

»Consistency results are elusive: blunders.




Infroduction

» Computers and numerical methods provide an

alternative method for such calculations.

> Using computer power, problems can be
approached without large simplifications or time-

iIntense techniques.
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STR681 Computer and Numerical Analysis

Introduction: programming. problem solving. algorithm. flowcharting: Introduction to
computer based numerical analysis: Error analysis: modeling. truncation. and round off errors:
Linear sets of algebraic equations: singularity. ill-conditioning. and accuracy: Elimination
techniques: banded and symmetric solvers. Eigen value problem: power method. Jacob:
method. direct method.




Ouvutline

Q Systems of Linear Algebraic Equations

A Nonlinear Equations

A Polynomial Approximation & Interpolation

aQ Numerical Differentiation &  Difference
Formulas

Q Numerical Integration

d Discretization & Finite Difterence Methods



Ouvutline

Weighted Residual Approach
Piecewise Functions

Finite Element Methods
Optimization

Curve Fitting

Ordinary Differential Equations

LU O NiEEEe O O [

Partial Differential Equations




Ouvutline

3 Perturbation methods
Q Fourier analysis

aQ Approximations & Round-off Errors




Ouvutline

Programming
Language

MATLAB Program
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Systems of Linear Algebraic
Equations

/a'lll'l + Q199 + 1+ Qply = 1)

91Ty + ATy +- -+ AgpTy =




Systems of Linear Algebraic Equations

 Systems of linear algebraic equations:

» These problems are concerned with the value of a
set of variables that satisfies a set of linear

equations.
X, 4

Given the 4's and the (s, solve

Xy + dplp=¢, [T Solution

for the x's.




Systems of Linear Algebraic Equation

ayi Xy + appxs + - - + aipXn = by

a1 X1 + apx; + -+ ayXp = by

am X1+ ampx2 + -+ apnxn = by

v

[A]iX} = 1B}



Matrix Notations

|A] =

Column 2 Column m
Can | arz| ais aim |
a1 | 422 | 423 d2m
_dpl | dn2| 4n3 dnm |

Row 1

Row n



Matrix Notations

Row vector, n = 1

Column vector, m = 1

Square matrix, n = m

| B]

[A] =

[C]
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Matrix Notations

"5 1 27
Symmetric matrix [Al=11 3 7 1 = aji
2 7 8.
[ ap 7
Diagonal matrix  [A] = e
é33
- c4q _
1 i N0 0 O]
_ | | ! ONINO 0
|dentity matrix 0 0 O\ TN\
- - 0 0 ONJ}




Matrix Notations

Upper triangular Al =

matrix

Lower triangular [Al =
matrix

Banded matrix

Ex., Band width = 3
(tridiagonal matrix)
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Matrix Operating Rules

|A] = |B] if a;; = bjjfor all jand j.




Matrix Operating Rules

| 4] + | B] -

Cij = dijj + bij

dij = ej; — I

12
15




Matrix Operating Rules

- — _O 9_
[A] + [B] = [B] + [A] ><

([Al+1BD) + [C] = [Al + (1Bl + [C])

12
15

12
15




Matrix Operating Rules

| D
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Matrix Operating Rules

[C] = [A]llB]

|A] is an n by

m

matrix, [B| could be an

column

mby / matrix

row




Matrix Operating Rules

[A][B]Z[C] [A]an[n Y[B]IJHXI = [Clnx

Interior dimensions
are equal;
multiplication
is possible
Exterior dimensions define
i . the dimensions of the result
— —| 2by?2




Matrix Operating Rules

3--F, [ 3x5+7x1 2
5 9
8 6 -~ ? ?
0 4—'7 2 ? ?
i i L 13 1'_5 5 22 29
Err=g8e 22 3x9+1x21 (|8 6 182 84
865'9—‘? ? 04—72— 28 8
A | | S =S
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Matrix Operating Rules
([AlI[BD[C] = [A](BI[C])

LAl B] + [C]) = [All B] + [A]lC]

(1Al + 1BDIC] = [AllC] + | BIIC]

[AllB| # [ Bl Al




Matrix Operating Rules

If Ais a square matrix: [A][A]"! = [A]7'[4] = []]

A-1is the inverse of A

[A]—l _ 1 [ az? —312]

aylazy — aipzaz) | —Aazl dajl

S 1

Ex.,A = :'|> A7 =
vy 5x2—-9x7

-7 5




Matrix Operating Rules

If Ais a square matrix:

AT is the transpose of A

[A] =

(AT =

apl
ap|
asl
g
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dajp
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azp
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Matrix Operating Rules

1

r[A] =) a

i=l1

tr [A] is the trace of matrix [A]

N =

Ex.,A = —> tra[A]=2+6+10=18

oo D /N
O O\ W




Matrix Operating Rules

: dayip 4
For a2 x 2 determinant D = = ajjaz — apas|
ax  ay
3 2
Ex., D:‘ ‘23(2)—2(—1)28

-1 2



Matrix Operating Rules

dar1) 4diz a3

Fora3 x3determinant D= |ay |ay a3
d3z] |4a3z2 das3

N\

minor
D= ar agy  azs —an az] azs + s azl azz
azp  dss az|y  4asj az)y  asp
0.3 0.52 1
Ex., D= 0.5 1 1.9
0.1 03 0.5
1 1.9 0.5 1.9 0.5 1
P=03x103 05| %% |01 05| T o 0.3‘

D=03x(1x0.5-0.3x1.9)-0.52x0.06 + 1 x 0.05 =-0.0022



Matrix Operating Rules

“Augmentation”
_811 | a3 ]
Al = | ax1 axp  a
| d3] Az as3 |

—> (4]

_311

an|

| a3]

aj?
anyp
c3?

ZIK 1 0 07
anj 0 1 O
as3 ; 0 0 1 |

Such an expression has vutility when we must perform a set of
identical operations on two maitrices. Thus, we can perform the
operations on the single augmented matrix rather than on the
two individual matrices.



Matrix Operating Rules

[A{X} = { B}
ajp ag -+ ap |
| dpp tcc  dp
|A]l =
| dpl dp2 *** dpp

(XY=l x - x

{B}T:Lbl bZ bI)J

;
XIS

No division in Matrices



Matrix Operating Rules

|[A{X} = {B}

[AI'A{X) = [A]7{B)

(X} = [AI7'{B)

[A]7'[A] = [[]




Solving Linear Algebraic Equations

> Solving small number of equations:
v The Graphical Method.
v Cramer’s Rule.

v The Elimination of Unknowns.
» Gauss Elimination
» Gauss-Jordan
> LU Decomposition

> Gauss Seidel




Solving Linear Algebraic Equations

> Direct Methods:
v’ Cramer’s Rule.
v'Gauss Elimination.
v Gauss Jordan.
v’ Banded Matrix.
v’ Skyline

> Iterative Methods

v Jacobi lteration.

v  Gauss-Seidel




The Graphical Method

Suitable for small number of equations (< 3)

aix1 + appx; = b

a1 X1 + apx; = by

—

X2

-(
i

al

a1

az|

o

)
)

X1 +

slope

Dy
alp

Dy

py

Intercept



The Graphical Method

3x1 +2x = 18
—X1 + 2X2 =2

Ex., Solve

3x; +2x» = 18

X, =|—=x1[+H9 | intercept




The Graphical Method

Ex., Solve Sx1+2x =18 )
—X1 + 2X2 =2 zk
g I
— X + 2X2 = 2 B
@ |
1
Xy ==k H 1
2 intercept
slope 0




The Graphical Method

3x1 +2x = 18
—X1 + 2X2 =2

Ex., Solve

Solution: x;, = 4; x, = 3
Z




The Graphical Method

Is there cases where there will be no solution?

Parallel Lines : No solution
(Singular system)




The Graphical Method

Is there cases where there will be no solution?

Coincident Lines : Infinite solutions
(Singular system)




The Graphical Method

Is there cases where there will be no solution?

lIl conditioned system







Cramer’s Rule

This rule states that each unknown in a system of linear
algebraic equations may be expressed as a fraction of

iwo determinants with denominator D and with the

numerator obtained from D by replacing the column_of

coefficients of the unknown in question by the constants

b, b, ..., b, Forexample, x, would be computed as:

bl Aalp Aal3
bz c? a3y

by az» ass

D




Cramer’s Rule

Ex., 0.3x; +0.52x7 + x3 = —0.01
0.5X1 + X2 + 1.9X3 = 0.67
0.1x; + 0.3x2 + 0.5x3 = —0.44

0.3 0.52
D=105 1
0.1 0.3

1
1.9
0.5

= 0.3(—0.07) — 0.52(0.06) + 1(0.05) = —0.0022



Cramer’s Rule

Ex., 0.3x; +0.52x7 + x3 = —0.01
0.5x1 + x» + 1.9x3 =0.67
0.1x; + 0.3x2 + 0.5x3|= —0.44
L 0.01| 052 1
067| 1 1.9
L 0.44] 03 05| 0.03278
M= —0.0022 = 20.0022

—14.9




Cramer’s Rule

Ex., 0.3x1 + 0.92x2 + x3 =

O-SXI + X2 + 1.9X3 =
0.1x; + 0.3x2 + 0.5x3

0.3
0.5
0.1

—0.01
0.67
—0.44

X2 =

—0.0022

—0.01
0.67
— —0.44
1
1.9
0.5 0.0649
~ 0.0022

= —29.5




Cramer’s Rule

Ex., 0.3x; +0.52x7 + x3 = —0.01
0.5x1 + x» + 1.9x3 =0.67
0.1x; + 0.3x2 + 0.5x3|= —0.44

0.3 0.32
0.5 1
0.1 0.3

/

—0.01
0.67

—0.44||  —0.04356

—0.0022 -~ —0.0022

= 19.8




The Elimination of Unknowns

» The basic strategy is to multiply the equations by
constants so that one of the unknowns will be eliminated

when the two equations are combined.

» The result is a single equation that can be solved for the

remaining unknown.,

» This value can then be substituted into either of the

original equations to compute the other variable.



The Elimination of Unknowns

ai X1 + aipx2 = by multiply by ay;

a1 X1 + axpx, = b, multiply by a;

ajlaz x| + apax x; = byap

dajpdpy — dalzapi

: axai X1 + azpay x; = byay

axai Xo — apax x; = bay — byap

N

ay by — az1 by
Xy =

d|1dpp — aipday



The Elimination of Unknowns

EX., 3x1 4+ 2x, = 18
—X1+2x0 =2

o apby —apb,  2(18) — 2(2) _ 4
' apap —apay  3(2) — 2(—1)

Hllbg — Hglbl . 3(2) — (—1)18 _ 3
ajaz; — ajpag) 3(2) — 2(-1)

Xy =




Gauss Elimination

The procedure consisted of two steps:

1.

The equations were manipulated to eliminate one
of the unknowns from the equations. The result of
this elimination step was that we had one equation

with one unknown.

Consequently, this equation could be solved
directly and the result back-substituted into one of
the original equations to solve for the remaining

unknown.



Gauss Elimination

(a1 a2
a1  ap?
31 a3
(a1 a2

by,

dz3
d33

Forward
" elimination

x3 = b3/a33

xo = (b — ab3x3)/ahy
x1 = (b1 — ajoxp — a13x3)/an;

. Back
substitution




Gauss Elimination

EX., 3X1 — O.ng — 0.2X3 = 7.85
0.1x; + 7x, — 0.3x3 = —19.3
0.3X1 — O.2X2 + 10X3 =714

U

3 —-0.1 -02, 785
0.1 7 -03,-19.3

03 -02 10 ! 714




Gauss Elimination

_0.3 -02 10 ' 714
(3) -0.1 -02 ' 7.85
0 7.00333 —0.29333 1-19.5617
03 -02 0 1 714
3 -0.1 -02 ' 7.85

Pivo

Pivot
@)/ 0.1 —0.2

"0 7.00333 —O.29333E —19.5617

0 10.02 1 70.615

' 7.85 | xO.1/3§
7 —03'-193

x 0.3/3 >

x -0.19/7.003333

§:



Gauss Elimination

X3

~ 10.0120

= 7.0000

3 —0.1 ~02 | 17.85

0 7.00333 —0.29333 '-19.5617

0 0 10.0120 ' 70.0843
70.0843




Gauss Elimination

3 —0.1 -02 | 785
0 7.00333 —0.29333 !-19.5617]
0 0 10.0120 ! 70.0843

7.00333x, — 0.293333(7.0000) = —19.5617

—19.5617 4 0.293333(7.0000)
Xy = 00333 = —2.50000




Gauss Elimination

3 -0.1 -02 | 785 |
0 7.00333 —0.29333 }-19.5617
0 0 10.0120 ! 70.0843

3x; —0.1(—2.50000) — 0.2(7.0000) = 7.85

~ 1.85+ 0.1(=2.50000) 4 0.2(7.0000)

= 3.00000
3

X]




Drawbacks of Gauss Elimination

Dividing by zero (or close to zero)

» Solution: “Partial pivoting” switch rows and use

the largest value as a pivot
Pivot=0

2x> +3x3 =8
dx; +6x) + Tx3 = —3
2x1+Xxp +b6x3 =95



Drawbacks of Gauss Elimination

Round-off errors
Important for more than 100 equations

You should always substitute your answers back
info the original equations to check whether a

substantial error has occurred.

Solution: scaling & use more significant fraction

figures






Drawbacks of Gauss Elimination

Correct answer

x, =1.00002,x, =0.99998

EX.. 2x; 4+ 100,000.x, = 100,000

X1 + Xp =2
2100000 100000 : 2 100000 ' 100000
B . 2 0 —49999 1 —49998
X, = A998 0.99998 = 1
-49999

2x, +100,000x1 =100,000 == x,=0 X



Drawbacks of Gauss Elimination

» Use more significant fraction figures

2100000 ! 100000 — |2 100000 1 100000
B 2 0 —49999 149998
X, = — 9998 _ 0.99998

-49999

2x, +100,000x0.99998 =100,000 =—=> X, = 1



Drawbacks of Gauss Elimination

Use scaling that maximum coefficient in each row is 1

70.00002 111 Portelpioing I 112

R 1 2 10.00002 111
0.99996

X, = -0.99998 . -

> 0.99998 vy 2

—

0 0.99998 10.99996
x, =1.00002 - -



Drawbacks of Gauss Elimination

3. Singular systems (D = 0)
4. lll conditioned systems

» lll-conditioning is that a wide range of answers can

approximately satisfy the equations.

» Because round-off errors can induce small changes in the
coefficients, these artificial changes can lead to large

solution errors for ill-conditioned system:s.
» D = 0 (scaling numbers in the matrix to be less than one)

» Solution: use more significant figures



Drawbacks of Gauss Elimination

EX., X1 + 2x = 10
1.1x; + 2x, = 10.4

1 2110 I 2 ' 10
1.1 21104 : 0 -021 -0.6
e

~0.2

X, +2x3=10 — x,=4




Drawbacks of Gauss Elimination

Replace 1.1 by 1.05

1 2010 [t 2107
| :> |
1.05 21104] |0 —0.11 —0.1
L W
~0.1

x,+2x1=10 —> x,=8




Drawbacks of Gauss Elimination

Replace 1.1 by 1.05

— T

X1:4,X2:3 X1:8,X2:1

==X 1+2Xx2=10
1.1x1+2x2=10.4

Il conditioned

O—'I\))&g-lk()‘lO\

O 1 2 3 4 5 6 7 8 9 10
x1




Gauss Elimination

(a1 a2
a1  ap?
31 a3
(a1 a2

by,

dz3
d33

Forward
" elimination

x3 = b3/a33

xo = (b — ab3x3)/ahy
x1 = (b1 — ajoxp — a13x3)/an;

. Back
substitution




