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Introduction

The x’s are the roots “zeros” of the equation, meaning?

The values that makes f(x) equals to zero

Solve?



Determining Roots of Equations

�Bracketing Methods.

�Open Methods

�Roots of Polynomials



Bracketing Methods

� These methods depend on the fact that a function typically

changes sign in the vicinity of a root.

� These techniques are called bracketing methods because

two initial guesses for the root are required. As the name

implies, these guesses must “bracket,” or be on either side

of, the root.



Bracketing Methods

Bracketing Methods include:

�Graphical method.

�Bisection method.

�False position method.

�Incremental searches.



Graphical Method

� A simple method for obtaining an estimate of the root of the

equation f (x) = 0 is to make a plot of the function and

observe where it crosses the x axis.

� This point, which represents the x value for which f (x) = 0,

provides a rough approximation of the root.



Determine the root for:

A root is expected 

here

Graphical Method



Graphical Method

From graph: c = 14.75

≈ zero



Graphical Method

� Graphical techniques are of limited practical value because

they are not precise. However, graphical methods can be

utilized to obtain rough estimates of roots.

� These estimates can be employed as starting guesses for

numerical methods discussed later on.

� Graphical interpretations are important tools for

understanding the properties of the functions and

anticipating the pitfalls of the numerical methods.



xl xu

Between lower bound (xl) and upper bound 

(xu):

(a) Same signs   � No root

(b) Same signs   � Two roots

xl xu

If f(xl) and f(xu) have the same sign, there 

is either no roots or even number of roots.

Graphical Method



xl xu

Between lower bound (xl) and upper bound 

(xu):

(c) Opposite signs  � One root

(d) Opposite signs � Three roots

If f(xl) and f(xu) have opposite signs, there 

are an odd number of roots.

Graphical Method



Exceptions

Discontinuous 

equations

Multiple root

Tangential to x-

axis

Graphical Method



Use Computer Graphics to locate the roots of equation

between x = 4 and x = 5 for:

Graphical Method



x = 4.23 x = 4.26

Graphical Method



Bisection Method
� If f (x) is real and continuous in the interval from xl to xu and f (xl)

and f (xu) have opposite signs:

then there is at least one real root between xl and xu. Incremental

search methods capitalize on this observation by locating an interval

where the function changes sign. Then the location of the sign change

(and consequently, the root) is identified more precisely by dividing the

interval into a number of subintervals.

� Each of these subintervals is searched to locate the sign change.

The process is repeated and the root estimate refined by dividing

the subintervals into finer increments.



� The bisection method, which is alternatively called binary

chopping or interval halving is one type of incremental search

method in which the interval is always divided in half.

� If a function changes sign over an interval, the function value at the

midpoint is evaluated.

� The location of the root is then determined as lying at the midpoint

of the subinterval within which the sign change occurs. The process

is repeated to obtain refined estimates.

Bisection Method



Bisection Method



� Use Bisection method to locate the roots of equation:

� Step 1

Assume cl = 12, cu = 16 (from graphical method)

f(cl) = 6.06695

f(cu) = -2.26875

Bisection Method



� Step 2

cr = (cl + cu)/2 = 14

� Step 3

f(cr)= 1.56871

f(cl)f(cr) = 6.06695 x 1.56871 = 9.517285 > 0

� The root is between cr & cu

Bisection Method



� Repeat Step 1

Assume cl = 14, cu = 16

f(cl) = 1.56871 f(cu) = -2.26875

� Step 2

cr = (cl + cu)/2 = 15

� Step 3

f(cr)= -0.42483

f(cl)f(cr) = 1.56871 x -0.42483 = -0.666435 < 0

� The root is between cr& cl(Repeat till accepted error)

Bisection Method



� Repeat Step 1: cl = 14, cu = 15

� Step 2: cr = (cl + cu)/2 = 14.5

� Step 3

f(cr)= 0.552328 f(cl)f(cr) = 1.56871 x 0.552328 =

??????? > 0

� The root is between cr & cu (Repeat till accepted

error)

Not the true error!!!

Bisection Method



True c ≈ 14.7802

true 
error

approximate
error

(calculable)

cl cu cr

�t < �a (conservative)

Bisection Method



False Position Method

� A shortcoming of the bisection method is that, in dividing the

interval from xl to xu into equal halves, no account is taken of the

magnitudes of f (xl) and f (xu).

� For example, if f (xl) is much closer to zero than f (xu), it is likely

that the root is closer to xl than to xu.



� An alternative method that exploits this graphical insight is to join

f (xl) and f (xu) by a straight line.

� The intersection of this line with the x axis represents an improved

estimate of the root.

� It is also called the linear interpolation method..

False Position Method



� Use False Position method to locate the roots of

equation:

False Position Method



� First Iteration

Assume cl = 12, cu = 16 (from graphical method)

f(cl) = 6.06695

f(cu) = -2.26875

cr = 16 – {[-2.26875*(12-16)]/[6.06695-(-2.26875)]} = 14.9113

False Position Method



� Second Iteration

f(cr)= -0.25426

f(cl)f(cr) = 6.06695 x -0.25426 = < 0

� The root is between cr& cl

Assume cl = 12, cu = 14.9113

f(cl) = 6.06695

f(cu) = -0.25426

cr = 14.9113 – {[-0.25426*(12-14.9113)]/[6.06695-(-0.25426)]} =

14.7942

False Position Method



False Position Method Drawbacks

� Although the false-position method would seem to always be the

bracketing method of preference, there are cases where it performs

poorly.

� In fact, there are certain cases where bisection yields superior

results.

� Use Bisection and False Position methods to locate the roots of

equation:

x is between 0 and 1.3

True answer is x = 1



�Bisection Method:

�t < �a

False Position Method Drawbacks



�False Position Method:

�t > �a !!!

False Position Method Drawbacks



� Slow convergence to solution

False Position Method Drawbacks



Incremental Searches

� Besides checking an individual answer, you must determine

whether all possible roots have been located.

� A plot of the function is usually very useful in guiding you in

this task.

� Another option is to incorporate an incremental search at

the beginning of the computer program.

� This consists of starting at one end of the region of interest

and then making function evaluations at small increments

across the region.



Incremental Searches

� When the function changes sign, it is assumed that a root falls

within the increment.

� The x values at the beginning and the end of the increment

can then serve as the initial guesses for one of the bracketing

techniques.

� A potential problem with an incremental search is the choice of

the increment length.



Incremental Searches

� If the length is too small, the search can be very time

consuming.

� On the other hand, if the length is too great, there is a

possibility that closely spaced roots might be missed.



Incremental Searches

� A partial remedy for such cases is to compute the first derivative

of the function f (x) at the beginning and the end of each interval.

� If the derivative changes sign, it suggests that a minimum or

maximum may have occurred and that the interval should be

examined more closely for the existence of a possible root.

� You should supplement such automatic techniques with any

other information that provides insight into the location of the

roots.

� Such information can be found in plotting and in understanding

the physical problem from which the equation originated.



Open Methods

Open Methods include:

�Simple Fixed-Point Iteration.

�The Newton-Raphson method.

�The Secant method.

�Modified Secant method.

�Multiple roots.

�Systems of Nonlinear equations



Open Methods

� For the bracketing methods, the root

is located within an interval

prescribed by a lower and an upper

bound.

� Repeated application of these

methods always results in closer

estimates of the true value of the root.

� Such methods are said to be

convergent because they move

closer to the truth as the computation

progresses.



Open Methods

� In contrast, the open methods are

based on formulas that require only a

single starting value of x or two starting

values that do not necessarily bracket

the root.

� As such, they sometimes diverge or

move away from the true root as the

computation progresses.

� However, when the open methods

converge, they usually do so much

more quickly than the bracketing

methods.



Fixed-Point Iteration

� Rearrange the function f (x) = 0 so that x is on the left-hand side of

the equation:

� The above equation provides a formula to predict a new value of x

as a function of an old value of x. Thus, given an initial guess at

the root xi to compute a new estimate xi+1 as expressed by the

iterative formula:

� As with other iterative formulas in this book, the approximate error

for this equation can be determined using the error estimator :



Fixed-Point Iteration

� Use simple fixed-point iteration to locate the root of:



Fixed-Point Iteration

� Start with x = 0



Fixed-Point Iteration

�Convergence occurs only when,



Newton-Raphson Method

� The most widely used of all

root-locating formulas is the

Newton-Raphson equation.

� If the initial guess at the root is

xi, a tangent can be extended

from the point [xi, f (xi)]. The

point where this tangent crosses

the x axis usually represents an

improved estimate of the root.



Newton-Raphson Method

� Use Newton-Raphson method to locate the root of:



Newton-Raphson Method

� Start with x = 0



� Use Newton-Raphson method to locate the root of:

True answer is x = 1

Newton-Raphson Method



Newton-Raphson Method

� Start with x = 0.5



Newton-Raphson Method Drawbacks

� An inflection point occurs in the vicinity of a root.



� The tendency of the Newton-Raphson technique to oscillate

around a local maximum or minimum.

� Such oscillations may persist, as a near-zero slope is

reached, whereupon the solution is sent far from the area of

interest.

Newton-Raphson Method Drawbacks



� An initial guess that is close to one root can jump to a location

several roots away.

� This tendency to move away from the area of interest is

because near-zero slopes are encountered.

Newton-Raphson Method Drawbacks



� A zero slope is truly a disaster because it causes

division by zero in the Newton-Raphson formula.

� Graphically, it means that the solution shoots off horizontally

and never hits the x axis.

Newton-Raphson Method Drawbacks



� There is no general convergence criterion for Newton-Raphson. Its

convergence depends on the nature of the function and on the

accuracy of the initial guess.

� The only remedy is to have an initial guess that is “sufficiently”

close to the root.

� Good guesses are usually predicated on knowledge of the physical

problem setting or on devices such as graphs that provide insight

into the behavior of the solution.

� The lack of a general convergence criterion also suggests that

good computer software should be designed to recognize slow

convergence or divergence.

Newton-Raphson Method Drawbacks



Secant Method

� A potential problem in

implementing the Newton-Raphson

method is the evaluation of the

derivative.

� There are certain functions whose

derivatives may be extremely

difficult or inconvenient to evaluate.

For these cases, the derivative can

be approximated by a backward

finite divided difference:



� Use secant method to locate the root of, Start with initial estimates

of x−1 = 0 and x0 = 1.0:

Secant Method



Secant Method



The difference between Secant & False-

Position

False Position Secant

Both solutions are identical and converge for this iteration !



False Position Secant

Still converge Can diverge !

The difference between Secant & False-

Position



� Use the false position and secant method to locate the root of, Start

with initial estimates of xl = xi−1 = 0.5 and xu = xi = 5.0:

False Position

Secant

True answer is x = 1

The difference between Secant & False-

Position



Modified Secant Method

� Rather than using two arbitrary values to estimate the

derivative, an alternative approach involves a fractional

perturbation of the independent variable to estimate f (x):

� where δ = a small perturbation fraction. This approximation can

be substituted into previous equation to yield the following

iterative equation:



� The choice of a proper value for δ is not automatic. If δ is too

small, the method can be swamped by round-off error

caused by subtractive cancellation in the denominator.

� If it is too big, the technique can become inefficient and even

divergent.

� However, if chosen correctly, it provides an adequate

alternative for cases where evaluating the derivative is

difficult and developing two initial guesses is

inconvenient.

Modified Secant Method



Secant Method

� Use modified secant method to locate the root of, Start

initial estimate of x0 = 1.0,  δ = 0.01.



Secant Method



Multiple Roots

� A multiple root corresponds to a point where a function is tangent

to the x axis.

� A double root results from The equation has a double root because

one value of x makes two terms equal to zero.

� Graphically, this corresponds to the curve touching the x axis

tangentially at the double root.



Multiple Roots



Multiple Roots



Multiple roots pose some difficulties for many of the numerical

methods:

�The fact that the function does not change sign at even multiple

roots precludes the use of the reliable bracketing methods.

�Not only f(x) but also f’(x) goes to zero at the root. This poses

problems for both the Newton-Raphson and secant methods,

which both contain the derivative (or its estimate) in the

denominator of their respective formulas. This could result in

division by zero when the solution converges very close to the

root.

Multiple Roots



Modified Newton-Raphson Method



� Use both standard and modified Newton-Raphson to evaluate the

multiple root, with an initial guess of x0 = 0.

Modified Newton-Raphson Method



Standard Modified

Modified Newton-Raphson Method



Standard Modified

Try x0 = 2

i xi

0 2.000000

1 1.000000

2 #DIV/0!

i xi

0 2.000000

1 1.666667

2 1.222222

3 1.015504

4 1.000061

5 1.000000

6 1.000000

Modified Newton-Raphson Method



Systems of Nonlinear Equations

� The solution would be the values of x and y that make the

functions u(x, y) and v(x, y) equal to zero.

� Most approaches for determining such solutions are

extensions of the open methods for solving single equations.



Using Fixed-Point Iteration

� Use fixed-point iteration to determine the roots Initiate the 

computation with guesses of x = 1.5 and y = 3.5

True answer is x = 2, y = 3



Using Fixed-Point Iteration

First Iteration

Second Iteration

Solution is 

converging



� Use fixed-point iteration to determine the roots Initiate the 

computation with guesses of x = 1.5 and y = 3.5

Using Fixed-Point Iteration

True answer is x = 2, y = 3



First Iteration

Second Iteration

Solution is 

diverging!

Using Fixed-Point Iteration



� The most serious shortcoming of simple fixed-point iteration,

that convergence often depends on the manner in which the

equations are formulated.

� Additionally, even in those instances where convergence is

possible, divergence can occur if the initial guesses are

insufficiently close to the true solution.

Using Fixed-Point Iteration



� Sufficient conditions for convergence for the two-

equation case are:

� These criteria are so restrictive that fixed-point iteration

has limited utility for solving nonlinear systems

Using Fixed-Point Iteration



Using Newton-Raphson Method



Using Fixed-Point Iteration

� Use Newton-Raphson method to determine the roots

Initiate the computation with guesses of x = 1.5 and y =

3.5

True answer is x = 2, y = 3



First Iteration

Using Fixed-Point Iteration

True answer is x = 2, y = 3



Roots of Polynomials

The roots of such polynomials follow these rules:

�For an nth-order equation, there are n real or complex

roots. If n is odd, there is at least one real root.

�If complex roots exist, they exist in conjugate pairs

(that is, λ + μi and λ − μi), where i = √−1.

Engineering applications: curve fitting



� The efficacy of previous approaches depends on whether the

problem being solved involves complex roots.

� If only real roots exist, any of the previously described

methods could have utility.

� However, the problem of finding good initial guesses

complicates both the bracketing and the open methods,

whereas the open methods could be susceptible to

divergence.

Roots of Polynomials



� When complex roots are possible, the bracketing methods

cannot be used because of the obvious problem that the

criterion for defining a bracket (that is, sign change) does not

translate to complex guesses.

� Of the open methods, the conventional Newton-Raphson

method would provide a viable approach. However, as might

be expected, it would be susceptible to convergence

problems.

� For this reason, special methods have been developed to find

the real and complex roots of polynomials: The Müller and

Bairstow methods.

Roots of Polynomials


